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To estimate the past climate, for example
the ocean temperature 1000 years ago, one
has to turn to naturally occurring climate
recorders. There exist a number of climate
recorders in nature from which the past tem-
perature can be extracted. However, only a
few natural archives are able to record cli-
mate fluctuations with high enough resolu-
tion so that the seasonal variations can be
reconstructed. One such archive is a bivalve
shell.

The chemical composition of a shell of a bivalve

depends on a number of chemical and physical

parameters of the water in which the shell was

composed. Of these parameters, the water tem-

perature is probably the most important one.

It should therefore be possible to

estimate the water temperature for

the years the shell was built, from

measurements of the shell’s

chemical composition.

Measurements on a Manifold!

To find an estimate for the temperature we first

observe that the chemical measurements lie on a

one-dimensional manifold parameterized by the

water temperature. This manifold can be utilized

in the regression to obtain accurate estimates of

past water temperatures.
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Chemical composition measurements.
Temperature color coded.

From Manifold to Temperature
Manifold learning is an umbrella term for meth-

ods for parameterizing manifolds. A manifold

learning method can hence be used to find a pa-

rameterization of the one-dimensional manifold

in the chemical composition measurement space.

However, this parameterization will not coincide

with the temperature by itself. To adjust the pa-

rameterization, and imitate the temperature pa-

rameterization, Weight Determination by Man-

ifold Regularization (WDMR, [3, 2]) can be used.

WDMR
WDMR, just like a manifold learning algorithm,

finds a parameterization of a manifold. The pa-

rameterization computed by a manifold learning

algorithm is usually constrained to have a unit

variance, zero mean etc (depending on the mani-

fold learning algorithm used). This constraint is

in WDMR replaced by fixating a number of val-

ues of the parameterization. If we for example

know the associated temperature of some chem-

ical composition measurements, this can be used

to fix the parameterization to imitate the temper-

ature parameterization.

A comparison between WDMR (left) and a
classical supervised estimation method (right).

Result
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Using 6 estimation

shells (with known

water tempera-

tures), the temper-

ature associated

with validation shells were estimated with a mean

average error under one degree Celsius [1].
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